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Abstract: We are facing deep symbiosis between humans and technological gadgets. 
It seems sometimes that students 80% of free time spend by looking at mobile phones, 
tablets and laptops. Often the same can be observed for example with participants of 
meetings and conferences, even pedestrians, persons in restaurants, car drivers, etc. On 
the other hand there are fears about technological progress and its impact to humans. 
These fears are not something novel and they can be traced for hundredths of years and 
they are often rational. In this paper we are considering expected impact of the artificial 
intelligence to human society in future through four fields: job market, overall econo-
my perspectives, war/defence industry and humanism of society.

I. INTRODUCTION

Transition of society in England during industrial revolution caused huge 
movement of rural workers toward cities [1]. It was one of biggest migra-
tion in history with respect to percentage of population followed by huge 
suffering: starving former agricultural workers, very low wages of unskill-
ful workers, rise of crime etc. By some accounts at least 1 million persons 
suffered heavily in transition from agricultural toward industrial society 
(more than 12% of population). It motivated the Luddite movement called 
by Ned Ludd who smashed two stocking frames in 1779 [2]. Such anti-ma-
chine movement lasted for about 3 decades and it was suppressed even by 
army intervention. Historians claim that it was uprising of unskillful work-
ers while skillful workers, artisans and creative persons only benefited from 
technology. However, there is a question was it possible for huge rural pop-
ulation to adjust and acquire new knowledge and skills in short time. Also, 
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it can be argued that increasing number of skillful workers would cause in-
crease of wages and reduction of profit in industry meaning that large work-
force of young (often kids) unskillful workers was beneficial for owners of 
machines and capital.

There were also many unreasonable fears related to technology. Today it 
is funny to mention that in some of US states it was law to put disclaim-
er on public places close to electrical light switch like: “usage of electrical 
lights is on your own responsibility” [3].

History of human-to-technology interaction is rather complicated and it 
seems like the Stockholm syndrome: we fear from it but in the same time 
we are in love and we are dependent on technology. During course of time 
both emotions in this relationship grew. Such process is not only due to 
non-rational individual and public opinion but also from habit of industry 
and inappropriate practices coming from scientific, industrial and techno-
logical circles [4]: 

Pollution, usage of unsafe materials and practices, have been quite of-
ten covered by scientific studies coming from “reliable” universities and re-
search centers; 

Usage of additives in food, different agricultural practice, unhealthy prod-
ucts in pharmaceuticals, food, beverages, tobacco etc.; 

Usage of unsafe materials in construction, energy projects having huge 
negative impact to society, huge impact to available drinking water for ex-
ample by agricultural development etc.

Almost all above mentioned developments were defended by govern-
ments/politicians/industry but unfortunately often by academic sector.

Situation in current public discussions is on the edge with numerous 
conspiracy theorists earning livelihood by popularization of different sil-
ly theories all the time causing that public debate on many issues is impos-
sible. For example in Montenegro it is very difficult to open public discus-
sion about usage of Tara rivers for big energy projects due to, in my opinion, 
wrong presumption about impact of planed plants to Tara river canyon. Un-
fortunately, due to previous and ongoing errors and wrongdoings it is not 
strange that such resistance exist in public.

This paper is organized as follows. Brief review of the main current de-
velopment in the information technology area, i. e, artificial intelligence, is 
discussed in Section II. Impact of the artificial intelligence to four aspects 
(job market, overall economy development, war/defense industry, and so-
cial aspects) of the human life is considered in Sections III–VI. Some con-
clusions are given in Section VII.
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II. ARTIFICIAL INTELLIGENCE REVOLUTION

After first industrial revolution we are in age of information revolution. 
It seems that information revolution is in early stage of huge acceleration. 
The term of artificial intelligence becoming one of the most frequently used 
in media but also in science in last 10–20 years and usage of this term is 
growing day by day [5], [6]. 

What is artificial intelligence? To be very honest I do not know. In fact 
there is no short definition easy to present and understand. First we know 
that it is set of computer algorithms and methods. But what are the crucial 
features of the artificial intelligence?

Let us consider one simple problem. Car is going on road equipped with 
camera. There are no other vehicles on the road, or pedestrians, or obsta-
cles, etc. There are white lines on both side of the road. The goal of the au-
tomatic driving system is to pass the road going between two white lines. 
System is simple. In the case that camera records that car is too close to one 
of white lines, it will issue feedback to control unit to move car from that 
line. However, situation is not so simple since we do not want to make sud-
den changes and turns that can endanger car and persons inside. In the case 
that car is stable on 30cm from line system order could be to move slowly 
from the line without sharp turns, in the case that previous measurements 
were 15cm, 20cm, it means that car is going away from the line and order 
could be not to do anything while in the case that previous measurements 
were 60cm, 40cm, order could be sharp turn in other direction in order to 
avoid impact. We can conclude that such system requires some historical 
measurements called samples or nodes. These nodes are not equally impor-
tant and the most recent are more important than previous ones and they 
are taken with larger weights. Optimal set of weights depends on many fac-
tors like for example velocity, visibility, etc. So some adaptation of weights 
is required. It is done based on a relatively simple and clear criterion. Such 
systems are called adaptive and they are in development for more than 60 
years with numerous extensions. It is estimate that hundredth of thou-
sands (if no millions) of papers are inspired with such development called 
with various names: adaptive system, linear weighted adaptive adder, op-
timal systems, Kalman filter/predictor/estimator etc [7]. One of the core 
elements of the system is gradient adaptation of weights: we are starting 
with some initial values of weights and gradually, based on introduced cri-
terion or criteria, we are approaching toward better or optimal weight val-
ues. However, nobody considers these systems as part of the artificial in-
telligence framework.
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Now we are coming to question (and part of answer) what is software or 
method to be called or assumed as artificial intelligence? Firstly, it should 
be complicated, more complicated than the linear adaptive weighted adder. 
Also, it should work with more data, more inputs and outputs. Optimiza-
tion criterion is often not well defined but fuzzy. Finally, it should mimic 
biological system, i. e, way of work of humans or at least animals. This is the 
reason for many algorithm types called in analogy with bio-inspired systems: 
neural networks, genetic algorithms, evolutionary computation, ant colony 
optimization, etc [8–10]. From all mentioned prerequisites that some meth-
od is part of the artificial intelligence toolbox this seems the weakest. Ac-
cording to current knowledge about intelligence in biological systems there 
is weak correlation between a way how such systems work and a way how 
scientists, mainly in computer science field, gathered inspiration for devel-
opment of their methods [11].

The term artificial intelligence has been coined more than 150 years ago 
[12]. Many paradigms have been developed in the first 50–70 years but 
without significant technical developments. In fact nowadays we can con-
sidered that this phase is more philosophy with relatively small number of 
useful developments (it was concentrated to terms like cybernetics, defini-
tion of formal languages, expert systems, etc. but nowadays relatively small 
amount of useful methods come from this period). An excellent historical 
overview of the artificial intelligence development can be found in [13]. In 
addition to excellent historical overview in intro chapters we can find sim-
ilar reviews about some of topics or tools covered. 

Before presenting details about current development in this field some 
insights about popularity of the artificial intelligence field nowadays are 
given. For persons working in related fields it is not new. Also, for general 
public following media and popular culture it is not surprise but I will tell 
you some info from universities and research community just to illustrate 
the issue. Some basic courses in this field are selected by more than 500 stu-
dents at one of major engineering schools in the US last year. In the same 
time one of the fundamental PhD course in area of communications (Digi-
tal Communications) at the same university has been cancelled for first time 
in 30 years since it is selected by less than 3 students! ? C olleagues teach-
ing Signals and Systems are summed up and asked to change course to em-
bed some artificial intelligence concepts since it is also in danger to be can-
celled due to small number of attendees. Number of published papers in 
some of the artificial intelligence fields growing rapidly. Only on topic relat-
ed to deep neural networks it is published more than 50.000 papers in the 
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last 12 months in referred journals and conferences [14]. This is also clear-
ly reflecting funding for this topic and number of related projects.

One of developments or tools that I will mention within this talk in the 
artificial intelligence field is neural networks. It was developed almost 75 
years ago as concept of some system that should mimic human brain and 
nerve system [15]. Off course even today we are far from anything that can 
be considered as close replica of the natural intelligence of biological neu-
ron networks. It took more than 30 years that the first network is actually 
developed and next more than 15 years to develop multi-layer architecture 
of neural network and that this research becomes mainstream (somewhere 
early in 1990-ties). What is basic idea behind neural networks? For exam-
ple we are developing tool to read characters, recognize cars or vessels, some 
problems in recordings of human tissues, etc. Obviously such objects have 
many characteristics it means that system would have many inputs (nodes). 
Also, these nodes are not of equal importance. It means that they will be 
taken with different weights. It is called input layer of a system. At the end 
of the system we are making decisions or decision by gathering results of 
different paths in processing. It means that system has output layer with 
several nodes. Since we do not need some number at the output but deci-
sion about car type, plate number, or character than at the output we have 
nonlinear element making decision if some number is above threshold de-
cision is positive and otherwise negative. In fact neural network is not so 
simple. In order to achieve practically any results we have to add addition-
al number of nodes in layer between input and output layers. It is called 
hidden layer. Therefore, in system we have three layers with several, tens or 
more nodes and weights in all connections between them. Then, we can 
have hundredths, thousands, or tens of thousands weights to be determined.

Determination of weights is performed in (machine) learning phase. The 
system is fed with many test examples and weights are determined (system 
trained) to achieve minimal percentage of miss trials. System begins with 
weights determined in learning/training phase. Over course of time based 
on some additional criterion (for example pleasure score of users) it can ad-
ditionally to adjust weights.

The neural networks gained huge popularity in 1990-ties up to 2000. 
This popularity is in fact just pale comparing current artificial intelligence 
hype. They achieve excellent results for some tasks. Many groups working 
on the neural networks appeared as mushrooms in the rain [16]. But as it 
is usual unrealistic promises and expectations probably issued to attract 
investments and projects caused reverse of tide and investments dried up 
and groups working in the field rapidly disappeared. In early 2000ies the 
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Canadian institute for advanced research group was almost unique larger 
group that continued neural networks research with decent funding, and 
large number of highly qualified researchers [17]. 

But sometime in 2006, 2007, 2008, gradually novel term emerges in the 
field that caused current havoc. It is term of deep learning [13,18]. It is cov-
ered with tens of thousands paper in world journal nowadays and it is the 
main trendsetter and benchmark setter. What is difference between stand-
ard “shallow” learning and deep learning for example related to neural net-
works? It is in fact in number of middle — hidden layers. We are now us-
ing more and more layers between input and output. Recall that increase of 
number of layers heavily increases number of nodes in the system but what 
is more critical number of connections (weighted) increases exponentially! 
It can be now millions or tens of millions of connections in deep network 
nowadays or to say 3 or more orders of magnitude than in standard neu-
ral networks! In fact, it is worth to note that first neural network architec-
ture proposed in history was deep but it is not implemented due to calcu-
lation complexity! 

How we are now able to calculate in the training/learning phase and how 
we are able to update weights by recalculation latter on? The first obvious 
answer could be that we have now faster computing machines but for eve-
rybody working on complexity of systems and algorithms it is known that 
exponential increase of complexity is not something that can be easily over-
come only by increase of computing capabilities. In fact the secret is the novel 
stochastic gradient algorithm for weight estimation/optimization — calcu-
lation [19]. Just remember that gradient algorithms are used in the weight-
ed linear adders mentioned earlier but novel upgrade allows evaluation of 
weights several orders of magnitude faster than in the standard algorithm. 
In fact such development is source of current progress in the deep learning.

Just for illustration about current progress to give single illustration. My 
colleague working at one of Middle East universities for course of machine 
learning has issued project to student related to recognition of some object 
in satellite images. Up to 2016/17 such projects required about two months 
to be completed (one month only for training phase). However, in season 
2017/18 a student downloaded training sets, some free available software li-
brary for deep learning, started training and during three hour lecture ob-
tained results were more precise than benchmark results from the previous 
years with immediate impact that fellow professor had to change and find 
more challenging problem.

Similar reports are available everywhere. Persons with very small knowl-
edge on some subject with free available software can obtain results in 
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different fields that are outperforming state of the art results. Some re-
searchers argue that it is endangering their jobs. When we are coming to 
jobs it is going to have to look back at the Luddite movement. Now even 
some Nobel prize laureates or highly respectable scientists, owner of main 
ICT companies, technological gurus etc are calling that in order that our 
society survive it is important to limit development in the artificial intel-
ligence area [20].

Then, we are coming to question about body responsible to establish ban 
on the artificial intelligence development. Probably it could be governments 
of world countries signing some sort of treaty. However, immediately we 
have stop with such illusions. The artificial intelligence research is cheap, 
it is not requiring huge industrial complexes nor huge energy resources, at 
some level it does not require too smart individuals, and lot of money. It 
can be financed by already mentioned 200 governments (or some of them), 
companies (many of them more powerful and influential than majority of 
countries) and even by organized crime! Therefore there is no the slight-
est chance that such research is going to be stopped! It is simple, relatively 
cheap and next to impossible to be controlled. Together with ability of pro-
cessing big data it has potential for huge progress but also it becomes one 
of the main fear factories nowadays. 

Just to illustrate how this research can be relatively cheap it can be noted 
artificial intelligence related research from UK resulting in interesting and 
applicable results. The healtex project has used artificial intelligence for text 
parsing from about 15.000 medical research papers [21]. About half papers 
were full text and the rest were only abstracts. All papers were related to 
study of pain under two relevant scenaria. It was looked for body reactions, 
so called pathways and role of proteins in these pathways with positive (it 
has role in pathway related to pain) or negative no-impact. After analysis it 
is discovered that 11 proteins play significant role in studied pain reactions. 
However, developed pills and treatments are related to only 4 of them. It is 
increase in potential target for treatment of 175%. About 10 existing free-
ly available software tools were used in study. The longest part of the study 
was to adjust input of existing software interfaces to text extracted from 
medical journal papers and machine learning. It lasts 6 months and two 
experts were engaged. In current project related language we can tell that 
the most time consuming part of project took only 12 person-months! In 
similar study 7 researchers for two years digging in only 700 papers result-
ed in one important result. Therefore, power of the artificial intelligence 
and related tools is clearly demonstrated but also how it is cheap to conduct 
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research in this area. Therefore, the artificial intelligence cannot be stopped 
or controlled by administrative means. 

Now I am going to mention four fields of human life where we can ex-
pect significant impact of technology and artificial intelligence over years 
(in fact it can be expected on all human activities): jobs, overall economy, 
war, and entire humanity. Of course I am bringing more overview of opin-
ions with some comments without final conclusions.

III. IMPACT TO JOB MARKET

It can be expected that number of jobs will disappear due to novel tech-
nologies and artificial intelligence. It is almost consensus in open literature 
[22,23] with single notable alternative opinion presented by World Econom-
ic Forum [24]. It is expected that rate of elimination of jobs will be faster 
than in entire human history with potential for development of new Lud-
dite movement. Novel job creation can be expected but it is almost consen-
sus that replacement rate will be low not replacing jobs that will disappear. 
Also there is opinion that middle level jobs will be the most endangered 
while high level are difficult to be replaced (since it is difficult to implement 
systems that can replace such complicated and sensitive jobs) and low lev-
el jobs (it is not cost effective to replace them since these are jobs with low 
salaries). However, there is growing evidence that this issue is more related 
to wages than to complexity and job level. For example recent studies [25] 
about machine replacement of jobs in agriculture in Europe has shown that 
on line north-west of Europe some jobs are replaced with machines 100% 
while on south east replacement ratio is 0%. It means that implementation 
of technology is not so dependent on level of job but on other factors pri-
marily on wages. For example, several years ago we have witnessed walk-
outs in fast food chain restaurants in the United States due to low wag-
es. The main message was that it is impossible to live decent life with 7.25 
dollars per hour. It was significant crisis for fast food industry and lobby 
group representing their interests launched campaign with advertisements 
against strikes. In entire page of Wall Street Journal and other newspapers 
it is published advertisement with photo of Japanese robot allegedly can 
work the same job (prepare pre-packed food with bread, meat, fries and per-
form communication with costumers) [26]. However, such advertisement 
campaign provoked scientists to study lobby and spin-off industry [27]. As 
we know such jobs are very well paid. And they found based on big data 
analysis that such campaigns are in fact relatively simple with about 20 ba-
sic moves and strategies and in fact that such campaigns can be (even easi-
ly) orchestrated by machines in fact by software with artificial intelligence. 
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Then it seems that high paid intelligent jobs are also in danger. Current-
ly companies like Prophecy Sciences and BambooHR very successively re-
place human resources departments in companies predicting performance 
of workers [28,29], even giving more chances to vulnerable categories that 
the standard and by law supported hiring procedures. Such systems are also 
used to predict performance of athletes but it is not so important for this 
talk. The next field I am going to mention is replacement of teachers with 
software. Couple years ago it was hype in development of massive open on-
line courses attended by tens of thousands [30]. However, distance learning 
at the moment seems in deep crisis. The main source of crisis are studies 
proving that attendees of online distance learning courses are significantly 
behind pupils and students following standard courses (for 4 years of on-
line education loss in knowledge is about 1 year or more an average with re-
spect to those in classical classrooms) [31]. Probably we are underestimating 
knowledge that students are getting from their classmates through person-
al exchanges with respect to knowledge gathered from professors. But any-
way some distance learning platforms are now more advanced than earlier 
and they can bridge this gap by allowing different levels of interaction and 
knowledge gathering. As somebody working in the field of computer pro-
gramming I have studied some platforms for education in computer pro-
gramming. One of them attended regularly by about 15.000 persons on 
university, high school and primary school levels is very advanced [32]. It 
is concentrated on algorithms, algorithm implementation, algorithm theo-
ry, on some level at data structures, complexity of algorithm (both memo-
ry and calculation or as it is called time and spatial), interaction with users 
(including random inputs), testing. Platform is not useful in creating real-
life applications with databases and so on. Platform integrates numerous 
programming languages with different versions. Students for self-education 
still need some additional material or lectures or to look at the Internet but 
for university teachers in programming it is almost next to impossible to 
compete with such platform (of course humans are still behind it but they 
can serve for tens of thousands students). What to do now? In my opinion 
only proper mean is to integrate such platforms in education. In fact until 
it is possible we have to master machines not to break them (as Nikola Te-
sla claimed). Some “prophecy” claims that the outcome will be undergradu-
ate education run by 10–100 university degree providers and only research 
related graduate education will be performed in person with advisors etc. 
Also, surgeon job is one of the most advanced and respectful human activi-
ties. But it seems that machine will be able to replace humans in this activi-
ty within next 10–20–30–50 years (depending on “prophet”) [33]. It seems 



Igor Djurović190

that humans will be replaced by tireless robots performing operations on 
humans with human expert maybe only overlooking activity. Medical diag-
nostic is area were we have already potential for significant improvement we 
respect to current state. Medical check-up is lengthy procedure and some-
times proper illness diagnosis is prone to errors and recurrent check-ups 
and going from one to the other specialists or sub-specialists [34]. This is 
significant problem for example in rare diseases. There are several impor-
tant studies demonstrating that illness outbreaks could be detected signifi-
cantly earlier with such tools, but also situation when environmental risks 
caused illness could be recognized in significantly faster manner with big 
data and artificial intelligence analysis of medical records [35]. Only priva-
cy reasons are against such (de-personalized) data availability. Problems in 
data gathering caused for example that leading USA specialist has the larg-
est database of available records with only hundredths records due to strict 
data gathering procedures. Some of them are looking for countries with-
out such strict procedures where they can be able to gather more data. An-
yway any progress in this area would affect highly paid job market. There-
fore we can conclude there are no safe jobs in the future.

Some persons provide that only surviving jobs would be human related 
activities with preferable personal contact for example hair-dresser [36]. Also 
sportsmen will remain as part of public attraction since everybody proba-
bly likes more to watch football played by humans than by robots. Some 
expect that only jobs that will survive will be those related to human-to-
human interaction. I guess that already we are facing some increase and pub-
lic promotion of such activities and jobs. Even Jack Ma founder of alibaba 
enterprise (person with interesting biography but also with very wide busi-
ness interest going far from online selling of different goods, and person al-
ready using artificial intelligence in his business even in agriculture) claims: 

“we have to change way we are educating kids; within tens of years capabili-
ties of computers would be significantly better than in humans. We should 
stop to teach knowledge in schools since in knowledge computers will be 
significantly better than humans. So kids should be taught subjects where 
humans are unique related to human-to-human interaction, arts etc.” It is 
hard to accept for me since I am teaching knowledge but maybe it is time 
to think about our educational system from this perspective. To conclude 
we will see monumental changes in job market but even more we have to 
think about changes of educational curricula and organization of educa-
tion. It is rather hard to predict exact direction and scope of changes that 
will be caused by implementation of technology and artificial intelligence 
but they will be huge! 
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IV. IMPACT TO OVERALL ECONOMIC DYNAMICS

About overall economic perspective related to these emerging technologies 
we can expect and hope that changes will be almost as in previous techno-
logical revolutions. Implementation of novel technologies will decrease costs, 
reduce profit margins, kill many existing businesses, but new products and 
services will be generated giving more opportunities and further accelerat-
ing economy. Not all of analytics believe in this scenario. In fact they (among 
them former Greek minister of finance Yanis Varoufakis) believe that job mar-
ket will be depleted with large percentage of persons at the market working 
for low level jobs (below their educational skills) or underemployed working 
part time [37]. Also, products of artificial intelligence are very difficult to 
protect and gain advantage with respect to competition since large portion 
of this field is related to algorithm development and many open software re-
alizations. Also, if somebody has advantage it will be mainly related to abili-
ty to gather huge amount of big data and it will be able to squeeze-out com-
petition from the field establishing de-facto monopoly. Therefore, we hope 
that transition to this technology, i. e, artificial intelligence revolution would 
cause standard stressful switching from one (mainly information technology) 
paradigm to the other artificial intelligence technology paradigm. An alterna-
tive is that this transition will be even harder than in the previous technology 
revolutions bringing some troubles to large percentage of world population.

V. IMPACT TO WAR CONFLICTS

Humans demonstrate huge creativity in war or as euphemistically called 
defense industry. During entire human history wars are driving force for dif-
ferent technological developments or the main ground for novel technology 
implementation and testing. There is no doubt that the same holds for ar-
tificial intelligence. The artificial intelligence has potential to be applied to 
various levels of war industry: from planning, command, control, battlefield 
assessment, to operating level and execution [38]. It is too broad to be cov-
ered here and I will limit this discussion only to usage of some technologi-
cal means directly on battlefield. One of technological developments inten-
sively used in battlefield nowadays are unmanned aerial vehicles — drones 
[39]. Today there is ability to re-fuel them, some of them have autonomy 
measured by tens of hours, and even we witnessed suicidal drones perform-
ing air surveillance or attacking enemy but at the end it is going like kami-
kaze to attack enemy or in the case when target is not identified to self-de-
struction mode [40]. They are popular due to their cost-effectiveness. Such 
cost-effectiveness cannot be claimed at the moment for autonomous vehicles 
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robotic tanks and other similar tools used or tested for ground battles [41]. 
As an interesting point first robo- or tele-tank is developed in former Sovi-
et Union during World War II [42]. Of course we can notice excellent ap-
plications like for example automatic mine sweeping devices [43]. Ground 
drones are not successful with respect to their aerial cousins due to several 
reasons. They are smaller meaning they are smaller targets as advantage but 
in the same time they have smaller visibility with respect to standard tanks 
(and other armored carriers) operated by humans. Also smaller dimensions 
mean worse cannons and rocket launchers. In addition, in the case of failures 
tank crew can fix issue or they can be helped by other nearby crews or spe-
cialized units for such purpose. It is not case (at least at the moment) with 
such robotic devices. Operators are not too far from the battlefield currently 
couple of hundredths of meters or couple of kms, i. e, they are not on safety 
as it is the case for aerial drones. In urban environment there are difficulties 
in communications due to buildings, and other obstacles including natural 
or intentional jamming. To sum up problems some of major powers report-
ing usage of robotic tanks on the real battlefield have found that they need 
more humans to be involved than in the standard tank units. However, sit-
uation will change within years to come. When we are talking about jam-
ming and intensive electronic countermeasures even aerial drones will face 
difficulties in coming years. These drones can be launched with predefined 
program, or most commonly they are operated by humans. In the case of 
battle with technologically underdeveloped enemy this is no problem but in 
case of going against enemy that is able to disturb communication it can be 
significantly more difficult or even impossible. Then we are hearing (current-
ly it is mainly in popular but also in scientific journals and we can expect to 
be reality soon) about swarming drones, i. e, flocks of drones attacking ene-
my with limited communication with control unit or without it deciding on 
their own when and where to attack enemy based on some knowledge but 
also based on intelligence gathered in surveillance phase [44]. Then we will 
see possibility that robots killing humans according to their own opinion. 
This is new twist against already broken Capek/Asimov’s robotic laws [45]

1. A robot may not injure a human being or, by failing to act, allow a hu-
man being to come to harm.

2. A robot must obey orders given to it by human beings, except where 
carrying out those orders would break the First Law.

What can go wrong here? In fact here it can go wrong that due to any 
reason our machine start to kill other persons or even own side. This is in 
fact one of the most fearsome event in the technology: possibility that ma-
chines harm humans directly. Is it possible? We should not underestimate 
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such possibility especially taking into account that some side in conflict can 
apply technology under opinion that it is so advanced that enemy has no 
response on it or under pressure of losing conflict to take some desperate 
move and to apply unchecked technology. However, in wars there is addi-
tional aspect of the artificial intelligence application. In fact we have already 
claimed that this technology is cheap and it can be used by many countries 
or even by non-state agents and terrorist to bridge gap to regular armies or 
other law enforcement agencies. It seems to me that we are already observ-
ing such moves [46]. Then, some convention on limitation of the robotic 
weapons could be helpful but its enforcement is next to impossible. Two 
main directions in future could be more integrated systems using artificial 
intelligence, less involvement of generals in decisions, and bridging techno-
logical gaps between countries and other entities.

VI. MACHINES AND HUMANITY

Nowadays, the future technological society is predicted based on current 
observations. Extrapolating our experience leads to the assumption that the 
future society will have more negative and inhuman characteristics than 
the present one. Futurologists reached a consensus that the future society 
will entrust greater impact to machines in everyday human activities. This 
further increases the anxiety of most futurologists about future trends and 
symbioses of human society and machines. However, it is question if hu-
mans are human? We have already cited usage of advanced big data/artifi-
cial intelligence system successively replacing costly human resource depart-
ments [47]. These departments are special units in a companies working on 
the human resources management analyzing CVs, performing testing, in-
terviews etc. The main goal is minimizing risk in the employment process. 
The process related to reducing workforce is commonly less analytical and 
more impulsive. The basic features of the employment process are search for: 
persons with experience, persons with no black spots in career (e. g. with-
out criminal record), persons that have same distinguishing characteristics 
with respect to other candidates, even if these characteristics are not relat-
ed to job (e. g. interesting hobby, sport activities, knowledge of some for-
eign language, etc.) and so on. All these issues are again more related to re-
ducing the risk in employment in order to avoid mistakes and employment 
of an inadequate person. All other issues related to employment are some-
how less important in human-lead employment systems. However, machine 
based system gain popularity and more than 100 million queries are per-
formed annually only in the USA [48]. These systems process huge amount 
of data and perform analytics (company, public records, social networks, 



Igor Djurović194

CVs, records about response in company etc.). It is cheaper and more pre-
cise than existing systems. Also, these systems sometimes provide counter-
intuitive results with respect to the existing expert-based methodologies, but 
also these results are significantly better than those of the existing approach-
es in terms of hired workers’ abilities. In addition, some of results provid-
ed by these systems are more human than the existing expert based strate-
gies. Firstly, persons with criminal records, or some obvious problems in the 
employment history, are commonly excluded from considerations for all re-
sponsible and highly paid jobs. However, the automatic systems have shown 
that these persons are hard workers ready to grab any opportunity; they are 
more stable, not ready to change jobs frequently and work for smaller sal-
ary. A similar situation is in the Western Balkans countries, where a large 
population of jobless persons over 50 years, called “the victims of the tran-
sition”, can be found. These people have extreme difficulties in finding a job, 
but some of them would grab any available opportunity. Similar results are 
obtained with software based system in the case of persons with disabili-
ties giving them more chances for employment than current legal systems.

VII. CONCLUSION

Progress in the artificial intelligence is non-stoppable and it will continue 
probably with ability growing at exponentially scale (with frequent setbacks).

Job market will be significantly affected in wider scale and there will be 
no jobs unaffected; probably jobs related to personal contact and creativity 
industry will be affected on the smallest rate. Education will pass through 
extreme changes.

Economy will pass through stressful times as it is common in similar tran-
sitions to novel technology. There is possibility that this transition would 
be even worse than the previous ones.

Security sector will be also affected with more robo-weapons but also 
with non-state agents bridging gap with respect to standard armies and law 
enforcement agencies. Pretty worrying.

About humanity. I am not expecting that it will bring less human soci-
ety than what we are observing nowadays. Off course it means that system 
will be optimized according to goal set up by humans but in my opinion 
reaction of autonomous intelligent system would be at least on the same 
level as current of humans in term of humanity.

I can remember some radio drama about 30 years ago. It was related to 
World War III. Humans lived in caves deeply underground and war was 
conducted by robots. Robots returned to shelters to bring news about vic-
tories and for repairmen. However, at once an apprentice in Ministry of 
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defense, unit for Chemical, biological, radiological and nuclear defense test-
ed one a robot coming from ground and he has found that robot is with-
out any trace of pollution. Testing was mandatory but after some time they 
stopped to conduct it since Earth was clearly uninhabitable for many years. 
To shorten story, they (and the other side) discovered that for many years 
robots did not make war but clean planet of pollution. So as Nikola Tesla 
said that it is not ours to fear from machines but to utilize and master them.
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